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Abstract 
In a world driven by connections, graph algorithms provide one of the most potent 
approaches to analyzing connected data because they are specifically built to 
operate on relationships. Graph analytics can uncover the workings of intricate 
systems and networks at massive scales – for any organization. So could graph 
technology build our trust in the algorithms being used to shape our future?  

 
 
 
Introduction 
There are too many examples of Artificial Intelligence (AI) and Machine Learning 
(ML) providing incorrect answers – answers that can make people really resent your 
brand1.  Is there a way to stop this from happening? 
  
Anyone working in the commercial application of AI knows this is a big issue, but it 
is sometimes a significant challenge to understand what led an AI solution to make 
a particular decision.   
 
This problem comes down to three aspects of a core new concept, ‘explainability’: 
  
 Data – What data was used to train the model, and why? 
 
 Predictions – Which features and weights were used for this particular 

prediction? 
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 Algorithms – What are the individual layers and the thresholds used for a 
prediction? 

  
The problem is that I could have the best AI system in the world, but if the data has 
been manipulated, why would I rely on it?  We need to know where the data’s been 
and who’s touched it.  We need to know exactly when it was changed, what the 
chain of relationships are, and how that data may be used somewhere else. 
  
Clearly, we need to make AI predictions easier to trace and a lot easier to explain.  
It’s crucial for long-term AI adoption.  In many use cases where we would like to 
employ automation to improve outcomes and the customer experience, such as 
healthcare, credit risk scoring and even criminal justice, we must be able to defend 
and justify our proposed smart system’s decisions. 
  
 
Graph tech often used to meet data compliance regulations 
Graph database technology could offer immediate help.  When we store data as a 
graph database, it’s easier to track how that data is changed, where data is used, 
and who used what data.  For example, graph technology is often used for data 
lineage to meet data compliance regulations such as Europe’s GDPR, or the 
California Consumer Privacy Act (CCPA).  A data lineage approach is also used in 
NASA’s knowledge graph to find past ‘lessons learned’ that are applicable to new 
missions. 
 
If we started doing the same for our AI applications, graph technology could tackle 
the explainable data issue using data lineage methods.  That’s because graph 
technology incorporates context and connections that make AI more broadly 
applicable.  
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Understanding and monitoring data lineage also guards against the manipulation of 
input data. For example, corporate fraud research has shown that when the 
significance of input data is common knowledge, people will manipulate information 
to avoid detection.  Imagine an energy supply system or voting application where 
we might be confident in our monitoring software, but could not rely on the input 
data. It wouldn’t work as the whole system would become immediately 
untrustworthy. 
  
Having that explainable data would mean that we know what data was used to train 
our model and why.  This requires storing your data as a graph database.  That’s a 
worthwhile step since it provides the ability to track how data is changed, where 
data is used, and who used what data.  Hence, we would always get ‘explainable 
data’ on the three axes of data, predictions and algorithms presented above. 
  
 

 
Infer an explanation from the surrounding data 
Fortunately, graph databases are really good at allowing us to track the chain of 
data change and subsequent ripple effects.  Another area with significant potential 
is research into explainable predictions.  Here we want to know what features and 
weights were used for a particular prediction.  For example, if we associate nodes in 
a neural network to a labelled knowledge graph, when a neural network uses a 
node we will have insight into all the node’s associated data from the knowledge 
graph. This would allow us to traverse through the activated nodes and infer an 
explanation from the surrounding data. 
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In conclusion 
The use of graph algorithms could enable us to understand which individual layers 
and thresholds lead to a prediction.  I’m the first to put my hands up to say we are 
years away from solutions in this area.  There is promising first wave research, 
however, that includes constructing a tensor in a graph database with weighted 
linear relationships.  Promising early signs also indicate we may be able to 
determine explanations and coefficients at each layer, too. 
  
To increase public trust in AI, the predictions and decisions AIs make must be more 
easily interpretable by experts and explainable to the public.  Without this, people 
will reject recommendations that don’t feel right, when they could be useful and 
interesting. 
  
AI holds great potential, and using graph technology to help unlock that potential 
makes pragmatic sense.  If you are building an AI solution, look at graph technology 
to give it the contextual power to push it through the ‘hidden glass ceiling’ of 
explainability that’s holding it back. 
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